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Abstract – Work discussed in this paper is related to the denoising 

of a CT image before further using it.  In order to attain the 

objective Dual Tree Discrete Wavelet Transform (DT-DWT) and 

wiener filter are being used to remove the noise that are either 

introduced in the image during capturing or injected into the 

image during transmission. The DT-DWT has an excellent 

performance in the denoising field and Wiener filter can further 

enhance the image by filtering out the Gaussian noise. In this work 

PSNR and MSE parameters are being improved using 

combination of DT-DWT and Wiener filter. 

Index Terms – Denoising, Dual Tree Discrete Wavelet Transform 

(DT-DWT), Wavelet Transform (WT), Wiener Filter, Peak Signal 

to Noise Ratio (PSNR), Mean Square Error (MSE). 

1. INTRODUCTION 

Visual information transmitted in the form of digital images is 

becoming a major method of communication in the modern age, 

but the image obtained after transmission is often corrupted 

with noise. The received image needs processing before it can 

be used in applications. Image denoising involves the 

manipulation of the image data to produce a visually high 

quality image. Selection of the denoising algorithm is 

application dependent. Hence, it is necessary to have knowledge 

about the noise present in the image so as to select the 

appropriate denoising algorithm. The wavelet based approach 

finds applications in denoising images corrupted with Gaussian 

noise. In the case where the noise characteristics are complex, 

the multifractal approach can be used.  

There is a wide range of applications in which denoising is 

important. Examples are medical image/signal analysis, data 

mining, radio astronomy and there are many more. The multi-

resolution analysis performed by the wavelet transform has 

proved to be particularly efficient in image denoising. Since the 

early use of the classical orthonormal wavelet transform for 

removing additive white Gaussian noise through thresholding, 

a lot of work has been done leading to some important 

observations. Firstly,Better performances can be achieved with 

shiftinvariant transformations. Secondly, Directionality of the 

transform is important in processing geometrical images. 

Finally, Further improvements can be obtained with more 

sophisticated thresholding functions which incorporate inter-

scale and intra-scale dependencies. 

Various methods have been attempted to take advantage of 

these observations, the dual tree discrete wavelet transform 

(DT-DWT) that uses two sets of critically sampled filters that 

form Hilbert transform pairs is popular. 

The objective of this work is the pre-processing of an image 

before using it in applications. The pre-processing is done by 

denoising of image. In order to achieve this, combination of 

Image denoising algorithm dual tree discrete wavelet transform 

(DT-DWT) and a wiener filter are applied on images to remove 

the noise that was introduced in the image during capturing or 

during transmission. The DT-DWT has an excellent 

performance in the denoising field and use of wiener filter can 

further enhance the quality of image by filtering out the noise. 

The proposed system improves the peak signal to noise ratio 

(PSNR) and mean square error (MSE) parameters. 

2. DUAL TREE DISCRETE WAVELET TRANSFORM 

(DT-DWT) 

The classical discrete wavelet transform (DWT) provides a 

means of implementing a multiscale analysis, based on a 

critically sampled filter bank with perfect reconstruction. 

However, questions arise regarding the good qualities or 

properties of the wavelets and the results obtained using these 

tools, the standard DWT suffers from the following problems 

described as below:  

1. Shift sensitivity: It has been observed that DWT is seriously 

disadvantaged by the shift sensitivity that arises from down 

samples in the DWT implementation.  
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2. Poor directionality: an m-dimension transform (m>1) suffers 

poor directionality when the transform coefficients reveal only 

a few feature in the spatial domain.  

3. Absence of phase information: filtering the image with DWT 

increases its size and adds phase distortions; human visual 

system is sensitive to phase distortion. Such DWT 

implementations cannot provide the local phase information. 

In other applications, and for certain types of images, it is 

necessary to think of other, more complex wavelets, who gives 

a good way, because the complex wavelets filters which can be 

made to suppress negative frequency components. The complex 

wavelet transform has improved shift-invariance and directional 

selectivity. This implementation uses consists in analyzing the 

signal by two different DWT trees, with filters chosen so that at 

the end, the signal returns with the approximate decomposition 

by an analytical wavelet. The dual-tree structure has an 

extension of conjugate filtering in 2-D case. Because of the 

existence of two trees the second noise coefficients moments 

from such decomposition can be precisely characterized. The 

DT-DWT ensures filtering of the results without distortion and 

with a good ability for the localization function and the perfect 

reconstruction of signal. In the noise study, as with any 

redundant frame analysis, when a stationary noise, even if 

white, is subject to a dual decomposition tree, statistical 

dependencies appear between coefficients, because of the 

existence of two trees, it appears that the second noise 

coefficients moments from such decomposition can be precisely 

characterized. We observe a de-correlation between primal and 

dual coefficients located at the same spatial position and an 

inter-scale correlation, which allows us to choose between 

several estimators, taking this phenomenon into account. If we 

consider an image degraded by centered, additive Gaussian 

noise with a spectral density, the decomposition coefficients are 

also affected by that same noise as part of the linearity property. 

With this advantage we can choose an appropriate estimator for 

de-noising. In the case of DT-DWT the mathematical 

expression for a signal observed at point whose coordinates 

(x,y) in the image is modeled as follows: 

 

With g(x,y) , f(x,y) and ε(x,y) are respectively the noise 

coefficient, the original coefficient, and the Gaussian 

independent noise. After applying the DT-DWT on g(x,y)  we 

obtain: 

 

Where, gŋ(x,y), ,fŋ(x,y) and εŋ.(x,y) denote (x,y)th wavelet 

coefficient at level of a particular detail subband of the DT-

DWT of g, f, and 𝜀 , respectively and ŋ (ŋ= 1,2…,J). 

The dual-tree complex DWT of a signal x is implemented using 

two critically-sampled DWTs in parallel on the same data. The 

transform is 2-times expansive because for an N-point signal it 

gives 2N DWT coefficients. If the filters in the upper and lower 

DWTs are the same, then no advantage is gained. However, if 

the filters are designed is a specific way, then the sub band 

signals of the upper DWT can be interpreted as the real part of 

a complex wavelet transform, and sub band signals of the lower 

DWT can be interpreted as the imaginary part.  

Equivalently, for specially designed sets of filters, the wavelet 

associated with the upper DWT can be an approximate Hilbert 

transform of the wavelet associated with the lower DWT. 

When designed in this way, the dual-tree complex DWT is 

nearly shift-invariant, in contrast with the critically-sampled 

DWT. Moreover, the dual-tree complex DWT can be used to 

implement 2D wavelet transforms where each wavelet is 

oriented, which is especially useful for image processing. The 

dual-tree DWT outperforms the critically sampled DWT for 

applications like image denoising and enhancement. 

 

Figure 1: Implementation of Dual-Tree Discrete Wavelet 

Transform. 
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Figure 2: Complex 1 D Wavelet. 

3. WIENER FILTER 

This filter was proposed by Norbert Wiener during the 1940s 

and published in 1949. The discrete-time equivalent of Wiener's 

work was derived independently by Andrey Kolmogorov and 

published in 1941. Hence the theory is often called the Wiener–

Kolmogorov filtering theory (cf. Kriging). The Wiener filter 

was the first statistically designed filter to be proposed and 

subsequently gave rise to many others including the Kalman 

filter. The Wiener filter is the MSE-optimal 

stationary linear filter for images degraded by additive noise and 

blurring. Wiener filters are usually applied in the frequency 

domain. Given a degraded image x(n,m), one takes the Discrete 

Fourier Transform (DFT) to obtain X(u,v). The original image 

spectrum is estimated by taking the product of X(u,v) with the 

Wiener filter G(u,v): 

 

The inverse DFT is then used to obtain the image estimate from 

its spectrum. The Wiener filter is defined in terms of these 

spectra: 

H(u,v) =  Fourier transform of point spread function(PSF). 

PS(u,v) = Power spectrum of the signal process obtained by 

taking the fourier transform of the signal 

autocorrelation. 

Pn(u,v) = Power spectrum of the noise process obtained by 

taking the fourier transform of the noise 

autocorrelation. 

The Wiener filter is: 

 

Dividing through by  PS makes its behavior easier to explain: 

 

The term  Pn/PS  can be interpreted as the reciprocal of the 

signal-to-noise ratio. Where the signal is very strong relative to 

the noise, Pn/PS  is approximately equal to zero and the Wiener 

filter becomes  H-1(u,v) - the inverse filter for the PSF. Where 

the signal is very weak,  Pn/PS  and G(U,V)  tends towards zero. 

For the case of additive white noise and no blurring, the Wiener 

filter simplifies to: 

 

where  σn
2is the noise variance. 

Wiener filters are unable to reconstruct frequency components 

which have been degraded by noise. They can only suppress 

them. Also, Wiener filters are unable to restore components for 

which H(u,v)=0. This means they are unable to undo blurring 

caused by bandlimiting of H(u,v). Such bandlimiting occurs in 

any real-world imaging system. 

Obtaining  PS can be problematic. One can assume that  PS has 

a parametric shape, for example exponential or Gaussian. 

Alternately,  PS can be estimated using images representative of 

the class of images being filtered.  

Wiener filters are comparatively slow to apply, since they 

require working in the frequency domain. To speed up filtering, 

one can take the inverse FFT of the Wiener filter G(u,v) to 

obtain an impulse response g(n,m). This impulse response can 

be truncated spatially to produce a convolution mask. The 

spatially truncated Wiener filter is inferior to the frequency 

domain version, but may be much faster. The Wiener filter has 

a variety of applications in signal processing, image processing, 

control systems, and digital communications. These 

applications generally fall into one of four main categories: 

 System identification. 

 Deconvolution. 

 Noise reduction. 

 Signal detection. 

For example, the Wiener filter can be used in image processing 

to remove noise from a picture.  

The choice of Wiener filter order affects:  

 (a) The ability of the filter to remove distortions        

and reduce the noise.  

https://en.wikipedia.org/wiki/Norbert_Wiener
https://en.wikipedia.org/wiki/Andrey_Kolmogorov
https://en.wikipedia.org/wiki/Kriging
https://en.wikipedia.org/wiki/Kalman_filter
https://en.wikipedia.org/wiki/Kalman_filter
https://en.wikipedia.org/wiki/System_identification
https://en.wikipedia.org/wiki/Deconvolution
https://en.wikipedia.org/wiki/Noise_reduction
https://en.wikipedia.org/wiki/Detection_theory
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(b)  The computational complexity of the filter.  

(c) The numerical stability of the of the Wiener 

solution. 

The choice of the filter length also depends on the application 

and the method of implementation of the Wiener filter. For 

example, in a filter-bank implementation of the Wiener filter for 

additive noise reduction, the number of filter coefficients is 

equal to the number of filter banks. A filter-bank 

implementation of a Wiener filter number of filter banks is 

between 16 to 64. On the other hand for many applications, a 

direct implementation of the time-domain Wiener filter requires 

a larger filter length say between 64 and 256 taps. A reduction 

in the required length of a time-domain Wiener filter can be 

achieved by dividing the time domain signal into N sub-band 

signals. Each sub-band signal can then be decimated by a factor 

of N. The decimation results in a reduction, by a factor of N, in 

the required length of each sub-band Wiener filter. 

4. STEPS INVOLVED IN THE PROPOSED ALGORITHM 

Steps involved in the proposed system are: 

1. The original CT image is read. 

2. The read CT image is converted to grey image.  

3. Transform the grey image into double data. 

4. Grey image is passed through AWGN channel.  

5. The noise is removed using dual tree discrete wavelet 

transform (DT-DWT). 

6. After denoising using DT-DWT the image is further 

enhanced by filtering out noise using wiener filter.   

7. The outputs are analyzed on the basis of PSNR and MSE 

parameters. 

Block diagram of the proposed algorithm is given below. 

 

Figure 3: Block Diagram of proposed algorithm. 

One advantage of this algorithm is that the PSNR and MSE get 

improved.  

5. SIMULATION RESULTS 

The proposed algorithm is verified under two conditions firstly, 

when SNR=5dB and secondly, when SNR=10dB. 

 

 

 

Figure 4: Simulation results of proposed algorithm 

(SNR=5dB). 

 

Figure 5: Simulation results of proposed algorithm 

(SNR=10dB). 

The simulation results shows the CT image, grayscale image, 

image with white Gaussian noise, denoised images using DT-

DWT and with the proposed algorithm. 

Table 1: Analysis of parameters using different algorithms. 

 

The table 1 shows the PSNR and MSE outputs obtained from 

different algorithms. From the table it is clear that PSNR and 
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MSE parameters of proposed system are improved in 

comparison to that with DT-DWT. The proposed system is 

analyzed at SNR of 5dB and 10dB.  

6. CONCLUSION 

The objective of this dissertation work is to develop an efficient 

CT image denoising system based on Dual Tree Discrete 

Wavelet Transform (DT-DWT) and Wiener filter. In the 

proposed system outputs are derived for denoising system with 

DT-DWT alone and with DT-DWT and Wiener filter both. The 

parameters PSNR and MSE are compared for SNR values of 

5dB and 10dB for an image affected by white Gaussian noise. 

The results show that the PSNR and MSE values at 5dB and 

10dB for proposed system are better than the existing system 

and hence it can be concluded that the denoising system 

performance is enhanced. 
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